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Abstract

In this paper we consider the problem of representation and measurement in genetic circuits, and investigate how they can affect the reliability of engineered systems. We propose a design scheme, based on the notion of continuous computation, which addresses these issues. We illustrate the methodology by showing how a concept from computer architecture (namely, branch prediction) may be implemented \textit{in vivo}, using a distributed approach. Simulation results confirm the in-principle feasibility of our method, and offer valuable insights into its future laboratory validation.
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1. Introduction

The engineering of logic functions into living cells is of growing interest (Hunziker et al., 2010; Zhan et al., 2010; Silva-Rocha and de Lorenzo, 2011; Ayukawa et al., 2010; Pearson et al., 2011), and forms the basis of the emerging field of synthetic biology (Weiss et al., 1998; Benner and Sismour, 2005; Purnick and Weiss, 2009; Serrano, 2007). However, while “traditional” electronics-based logic is an established area, with associated standards and methodologies, genetic logic is still in its infancy. As a result, many basic assumptions vary from one paper to another. The main issue we address in this paper concerns timing, which is a significant issue in engineered genetic circuit (Franco et al., 2011). There are several design considerations when dealing with timing, but the two main factors on which we focus here are representation and measurement.
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The first issue arises due to the fact that electronic logic has a limited number of ways in which to represent logical values, whereas in genetic logic there are several ways in which to specify the two abstract values, “0” and “1”. In a direct parallel with electronic logic, the value 1 could correspond to a high concentration of some signal molecule, while the value 0 corresponds to a low concentration. Alternatively, we can consider the presence of the molecule to represent one value, and its absence the other. Finally, we might consider two different molecules, A and B, each one representing one of the two values needed to implement Boolean logic. The critical point is that different molecules give rise to different behaviours, and this fact must be considered when they are selected as signal codifiers.

The second open question concerns the temporal behaviour of components. Electronic circuits may be “clocked”, such that each operation requires unit time, but no such mechanism exists in engineered biological systems. This is especially problematic when we consider the problem of large circuits with many sub-components. It is generally the case that only static and steady-state measurements are considered when a biological circuit is engineered, but differences in reaction times, molecular degradation rates and so on can make a circuit’s behaviour over time much more unpredictable. Therefore, a significant challenge in synthetic biology is the problem of obtaining reliable and continuous computation.

The rest of the paper is organised as follows. In Section 2 we illustrate some representation and measurement issues of concern, by describing the behaviour of typical genetic logic devices. This motivates the work presented in Section 3, where we describe a scheme (using distributed and continuous computation) to address these problems. We conclude, in Section 4, with a discussion of our results and their broader implications for synthetic biology and biological computing.

2. Representation and measurement issues in gene circuits

The first issue we consider is that of representation. In Figure 1 we show two different implementations of a genetic switch, which takes two inputs, A and B, and returns “on” (or 1) if A is true, and “false” (or 0) if B is present (if both A and B are present then the switch defaults to 0). The logical values in this system are represented by the presence or absence of different molecules; the key difference between the two implementations lies in the fact that in the top version, the promoter (corresponding to Out_I) is inducible,
and in the bottom version the promoter controlling \textit{Out\_2} is \textit{constitutively expressed} (always “on”). Effectively, in the top implementation, the default state of the switch is “false”, and this is only temporarily forced to be “true” by the incoming signal from \textit{A}. However, in the bottom implementation, the default state is “true”, and this is temporarily “pulled low” (“false”) by the incoming signal from \textit{B}. To the right of both circuits we give a graph showing the qualitative behaviour of both circuits over time. We notice that the two behaviour profiles are identical until time \textit{x}, at which point we observe a discrepancy, with the top circuit giving an output of 0, and the bottom circuit an output of 1 (due to their differing implementations). Given that we cannot reasonably expect gates (within the \textit{genetic} model) to be \textit{always} receiving signals, their default state is therefore of great significance when we consider their behaviour over time. In fact, although the implementations are superficially similar, their behaviours are actually significantly different.

![Figure 1: (Left) Two implementations of a simple genetic switch. pNm: neomycin promoter (constitutive). (Right) Qualitative behaviour over time. The shaded region corresponds to the different behaviour when no input is introduced.](image)

We now consider issues of \textit{measurement}. In Figure 2 we show a different circuit, formed by two inverters arranged in series. We also show both \textit{static} and \textit{dynamic} observations of the same case (input 0 \(\rightarrow\) output 0). Under a strictly static regime, where a “snapshot” is taken of the circuit’s state, it
behaves correctly as an *imply* gate. However, a *continuous* observer would see incorrect behaviour at certain points, due to the fact that the biological processes involved take time. We therefore observe an erroneous “true” output for a certain period *after* introducing the corresponding input. This highlights the importance of considering transitions *between* states in genetic circuits, and of not simply relying on steady-state observations.

![Diagram](image)

Figure 2: (Up) Implementation of a 2-inverter circuit in series. (Down) Difference in output reading if we consider time (dynamic) or not (static).

### 3. Continuous computation in synthetic biology

In this Section we present one possible route towards effective continuous computation in engineered gene circuits. We use a model of *distributed* computation, whereby the functionality of a system is partitioned into different components across a number of cell strains. This model of synthetic biology is attracting increasing interest (Regot et al., 2010; Tamsir et al., 2010) with the realisation that *compartmentalization* can help to avoid problems of noise and interference in genetic circuits.

In previous work (Goñi Moreno and Amos, 2011), we showed, in principle, how a simple “client-server” architecture could be implemented. This scheme
used two engineered bacterial strains to build a simple oscillator, with a central “server” strain responding to signals from two “client” strains (one per oscillator state). We use a similar scheme in this paper, whereby “processing” is performed in one strain, and “reporting” in another (we call the former “gate” cells, and the latter “bulb” cells, since they “light up” report a result).

We present a cell-based solution to the problem of branch prediction. This is a technique commonly used in computer architecture in order to speed up the flow of instructions through a processor chip’s pipeline (McFarling and Hennesey, 1986). A branch is a fork in the execution of a program, whereby the arm of the branch to be taken depends on the evaluation of a Boolean expression (e.g., “If A is true, do X, otherwise do Y”). Branch prediction, in its simplest form, makes an assumption about which branch is to be taken, and only corrects the situation if it turns out that the wrong branch was taken. This is particularly useful, as we will see, when one branch has a much higher probability of being taken than the other.

In what follows, we give a design for NAND-based branch prediction. This Boolean function is of particular interest because it provides a complete basis (that is, any arbitrary Boolean function may be translated into a circuit of only NAND gates) (Savage, 1998, p. 392).

3.1. Branch prediction using NAND

In our design for NAND branch prediction, we use a two-strain bacterial population. The two different engineered cells are (1) a two-input NAND logic gate, in which the branch predictor is engineered (Figure 3(a)(top)), and the bulb cell, which reads the output of the gate cell and gives a signal figure (Figure 3(a)(bottom)). In this system, the inputs are sensed by the NAND strain and the final output is the expression product of the bulb cell (in this case, green fluorescent protein).

We first consider the nature of the NAND function. As it is a negated AND function, it produces “false” if and only if both of its inputs are “true” (or 1), and “true” in all other cases. We see from the truth table in Figure 3(c) that the output, $O$, of NAND is 1 75% of the time, and 0 only 25% of the time. It may therefore be possible to speed up computations by assuming an output value of 1, and then “flipping” this to zero (thus correcting the incorrect prediction) if both inputs turn out to be equal to 1. This is precisely the scheme that we adopt here. The basic flowchart is shown in Figure 3(b); we take two inputs and begin to process them, the first stage being to assume a predicted output value of 1. We then check to see if the prediction is correct,
and “turn off” (or repress) the 1 signal if it turns out to be incorrect (thus giving an output of 0).

The structure of the NAND gate cell is shown in Figure 3(a). We use abstract labels for genes (i.e., $G_1$, $G_2$), except for those directly involved in the quorum sensing system (but see (Goñi Moreno et al., 2011) for a specific NAND circuit design). The output of this cell is the quorum sensing molecule AHL, which is produced by the $luxI$ gene. The important thing to note about this gene is that it is governed by a constitutive promoter, and is therefore “always on” (that is, the default output value from the gate cell is 1). The product of $G_1$ represses the $luxI$ gene, whereby the product of $G_2$ inhibits the product of $G_1$. Importantly, we choose the representation of inputs such that the molecule representing $Input_2$ turns off $G_2$ (we recall the discussion of representation in the previous Section).

So, if both $Input_1$ and $Input_2$ are 1, then $G_1$ is on and $G_2$ is off (and cannot therefore repress the product of $G_1$). Since $G_1$ is on, it then represses the $luxI$ gene, and no AHL is produced (corresponding to an output value of 0). This corresponds to the “correction” of the bad prediction. In the situation where $Input_1$ is 1 and $Input_2$ is 0, $G_1$ is on, but so is $G_2$ (as it is also governed by a constitutive promoter), so it represses the product of $G_1$, and $luxI$ is expressed. In the other two situations, where $Input_1$ is 0, clearly $luxI$ is free to be expressed, since there is no $G_1$ repression possible. The presence (or absence) of AHL is then detected by the bulb cell, which produces the appropriate response.

A key aspect of the model is the resistance to the noise produced by unwanted expression of $luxI$. As a certain AHL signal concentration threshold must be reached before the output is effective, bad predictions will not negatively affect the behaviour of the system (that is, incorrect predictions are corrected before they become significant).

We now present the results of simulation studies of our NAND-based branch prediction, in which we represent the system as a set of Ordinary Differential Equations (ODEs).

Equation 1 represents the rate of change of $G_1$ over time. This expression product is controlled by the amount of $Input_1$ which induces the promoter $pIn_1$. $G_1$ degradation is given by the degradation rate $\delta_{G_1}$.

$$\frac{dG_1}{dt} = \alpha_{G_1} \cdot \frac{[Input_1]^{h_1}}{K_{d_1} + [Input_1]^{h_2}} - \delta_{G_1} \cdot [G_1] \quad (1)$$
Figure 3: a. Circuit proposed. Design of NAND cell and bulb cell. \( pIn_1 \) is the Input\(_1\) inducible promoter, \( \Delta pIn_2 \) is the truncated Input\(_2\) inducible promoter, \( \Delta G1 \) is the truncated \( G1 \) promoter, \( pNm \) is the neomycin constitutive promoter, \( AHL \) represents quorum signals, \( TF \) is a transcription factor, and \( gfp \) is green fluorescent protein b. Functioning of the prediction. c. Truth table of the NAND logic gate. \( P \), predicted value (default 1); \( O \), real output

The formation of the expression product of \( G2 \) is described by equation 2. The upstream promoter complex is repressed by \( Input_2 \) and the final product is degraded at some rate. In the same way, equation 3 denotes the rate of change of \( luxI \) which is controlled by the element \( S^* \), which is the remaining (active) amount of \( G1 \) after being inhibited by \( G2 \) (direct subtraction at every integration step, allowing \( G1 \) to become 0.0 if the concentration of \( G2 \) is greater).

\[
\frac{dG2}{dt} = \frac{\alpha_{G2}}{1 + \left( \frac{[Input_2]}{\beta_{G2}} \right)^{h_2}} - \delta_{G2} \cdot [G2] \quad (2)
\]

\[
\frac{dluxI}{dt} = \frac{\alpha_{luxI}}{1 + \left( \frac{[S^*]}{\beta_{luxI}} \right)^{h_2}} - \delta_{luxI} \cdot [luxI] \quad (3)
\]
Equation 4 shows the formation of the active transcription factor (TF) which results from the binding, and later dimerization, of luxR and AHL (those AHL molecules inside the bulb cell). The product of the molecules is dimerized by the parameter $\rho_{TF}$, as well as the final value is decreased by the degradation of the TF.

\[
\frac{dT}{dt} = \rho_{TF} \cdot [AHL]^2 \cdot [LuxR]^2 - \delta_{TF} \cdot [TF]
\] (4)

Output production (GFP) is controlled by an inducible promoter as describe in equation 5. As with all molecules, GFP is affected by a degradation rate.

\[
\frac{dGFP}{dt} = \alpha_{GFP} \cdot \frac{[TF]^{h_1}}{K_{d_2} + [TF]^{h_1}} - \delta_{GFP} \cdot [GFP]
\] (5)

As in (Goñi Moreno and Amos, 2011), we determine all parameter values from (Gardner et al., 2000; Basu et al., 2004, 2005; Brenner et al., 2007; Balagaddé et al., 2008; Pai and You, 2009; T. and K., 2006). Based on that information, we consider a parameter value plausible if it is included in the following intervals: synthesis rate $\alpha \in [0\ldots1] \mu M \text{min}^{-1}$, dimerization coefficient $\rho \in [0.4\ldots0.6] \mu M^{-3} \text{min}^{-1}$, Hill coefficients $h_1 = 1$ and $h_2 = 2$, dissociation constants $K \in [0\ldots1] \mu M$, protein decay $\delta \in [0.01\ldots0.1] \text{min}^{-1}$ and repression coefficients $\beta \in [0.03\ldots0.08] \mu M$. The expression product of luxR is constant in the cell (constitutively expressed) at 0.5 $\mu M$.

Initial studies of of the system aimed to identify those parameters whose value can change drastically the behaviour of the model. In this case, we conclude that the relation $\alpha_{G1} \gg \alpha_{G2}$ and/or $K_{d_1} \ll 1$ must always be kept inside the valid intervals in order to ensure a similar concentration of both $G1$ and $G2$. Otherwise, the circuit will not work as expected. The other parameter values may change within the intervals without significantly affecting the qualitative behaviour of the system.

3.1.1. NAND branch prediction results

Using the equations above (parameters set at: $\alpha_{G1} = 1.0$, $\alpha_{G2} = 0.7$, $K_{d_1} = 0.01$), we investigate the behaviour of the NAND-based branch prediction system. All the simulations shown in this paper were implemented using Python and the ODEPACK package (Hindmarsh, 1983), which solves a system of ordinary differential equations (ODEs) by integration steps.
Figure 4 shows the result of simulating the case when both inputs are 1, so the system erroneously predicts a positive output. As previously stated, the amount of AHL molecules (directly proportional to the expression level of luxI) is not sufficient to reach the threshold (fixed at 7µM) required to induce GFP production in the bulb cell. After a specific internal processing time, (at around 1.5 a.u.), G1 represses the production of the output. In all others case (not shown), the output molecule is constantly expressed until the threshold is reached (when AHL becomes 0.5µM inside the bulb cell).

A transition through different input values is shown in the stochastic simulation results in Figure 5. For this set of simulations we added Gaussian noise (mean = previous value; standard deviation = noise · previous value) at every iteration of the integration method (for every equation in the system) in order to obtain a cumulative noise effect for more realistic values (the noise value of 4%-8% was obtained from (Paulsson, 2004)). With this method, we still measure concentration (instead of number of molecules) as the resulting equations are continuous (instead of discrete). The transition between the four input combinations (0-0, 0-1, 1-0 and 1-1) is clearly marked (Figure 5a), as is the threshold for GFP production (7µM), corresponding to an output
of 1. After 15 minutes, the luxI expression level is sufficient to trigger a 1 signal, which correctly remains in place for the first three input combinations. However, when we reach the bad prediction (1-1), there is a natural delay before the production of luxI ceases. However, only in one case (out of four) do we actually need to process the inputs in order to return the correct output. After the gene luxI is no longer expressed, the concentration of AHL molecules is controlled purely by degradation. Due to the fact that those molecules are still present in the system, the effective off cannot be applied to the reporter gfp until a short time later. Figure 5b depicts the expression of GFP over time in 30 parallel stochastic simulations, plus 1 deterministic guide. Here we can clearly see the interval of time where the output is considered erroneous.

In order to read the figures correctly it is important to notice that the inputs, as well as the rest of values, are affected by a degradation rate. That is why, for example, Input 2 starts being expressed again within the interval 0-1 (time = 100). That is due to the fact that Input 2 is no longer present in the system. By doing this, we simulate an scenario in which the input concentrations are introduced just at the beginning of their turn in order to highlight the continuous computation (correct prediction of output). However, the last case (1-1) is maintained over time to check the bad prediction interval.

4. Discussion

Although it is a rapidly-growing field, synthetic biology still lags behind traditional engineering disciplines in terms of standards and methodologies. In this paper, we first consider two important design considerations which are often overlooked when synthetic gene circuits are engineered. The representation scheme for signals within a circuit, and the measurement of these signals, are both important factors for biological computing, and we illustrate this with examples, using artificial circuits. We then consider the notion of continuous computation, and ask how it might be achieved in engineered cells. We present one possible scheme that uses a version of branch prediction (an idea borrowed from computer architecture), and give the results of simulation studies. Apart from demonstrating the in-principle feasibility of our design, the computational studies offer important insights into the key parameters for future experimental validation. Taking advantage of those designs (which have been applied successfully in computer engineering) in building new genetic circuits will became increasingly important for syn-
Figure 5: Simulation of NAND-based branch prediction. Stochastic simulation results. a: Computation over time of the circuit proposed while inputs are introduce (or not) to suit the four cases (Input_1 = 0, Input_2 = 0; Input_1 = 0, Input_2 = 1; Input_1 = 1, Input_2 = 0; Input_1 = 0, Input_2 = 1). b: Effective off signal raised after bad prediction. Results shown: GFP over time in 30 stochastic simulations (SDE) and 1 deterministic (ODE). Parameter set up: (α_{luxI} = α_{GFP} = 0.7; δ_{GFP} = 0.07; δ_{TF} = 0.02; δ_{luxI} = 0.05; δ_{G1} = δ_{G2} = 0.1; β_{G2} = 0.03; β_{luxI} = 0.04; K_{d2} = 1.0; ρ_{TF} = 0.5); logical 1 in inputs = 0.5µM

thetic biology. Future work will focus on coupling predictors to build pipeline structures which could be applied in ecological or medical domains.
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